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We present a computational study of the thermodynamic, dynamic, and structural properties of

free-standing thin films, investigated via molecular dynamics simulation of a glass-forming binary

Lennard-Jones mixture. An energy landscape analysis is also performed to study glassy states. At

equilibrium, species segregation occurs, with the smaller minority component preferentially excluded

from the surface. The film’s interior density and interface width depend solely on temperature and

not the initialization density. The atoms at the surface of the film have a higher lateral diffusivity

when compared to the interior. The average difference between the equilibrium and inherent struc-

ture energies assigned to individual particles, as a function of the distance from the center of the

film, increases near the surface. A minimum of this difference occurs in the region just under the

liquid–vapor interface. This suggests that the surface atoms are able to sample the underlying energy

landscape more effectively than those in the interior, and we suggest a possible relationship of this

observation to the recently reported formation of stable glasses by vapor phase deposition. © 2011

American Institute of Physics. [doi:10.1063/1.3565480]

I. INTRODUCTION

The effect of interfaces on the structure, dynamics, and

thermodynamics of materials, including supercooled liquids

and glasses, is a subject of considerable technical and sci-

entific interest.1 Important applications of glassy materi-

als, such as organic electronics,2 nanolithography,3 corrosion

prevention,4 gas separation,5 and novel nanocomposites6–8 in-

volve geometries such as supported, free standing, or con-

fined films, and filler–bulk interfaces, with characteristic di-

mensions in the 1–100 nm scale. The rational design of

these materials and devices requires knowledge of proper-

ties such as glass transition temperature,9, 10 physical aging,11

and gas permeation,12 and their underlying basis in the micro-

scopic structure and dynamics of the spatially heterogeneous

nanoconfined material.

Numerous studies have probed experimentally the inter-

facial and confinement-induced properties of glass-forming

systems (e.g., Refs. 9 and 13–23). This remains a very ac-

tive area of investigation,24 in part because of the inter-

est generated by unresolved differences between the various

measurements (e.g., Refs. 25–28). A noteworthy recent de-

velopment is the discovery by Ediger and co-workers that

glass films with exceptional kinetic and thermodynamic sta-

bility can be formed by vapor deposition.29–35 Enhanced

mobility at the free surface has been invoked as a key mech-

anism in the formation of such stable glasses.29 Following

Ediger and co-workers’ discovery, stable thin film glasses of

toluene and ethylbenzene have also been formed by vapor

deposition.36–38

a)Author to whom correspondence should be addressed. Electronic mail:
pdebene@princeton.edu.

From a theoretical perspective,39 the presence of in-

terfaces, hence of imposed spatial heterogeneity, renders

one of the major problems in contemporary condensed

matter physics, namely the glass transition, even richer

and more challenging. Although some computational stud-

ies have addressed the effects of confinement and in-

terfaces on the structure, dynamics, and thermodynamics

of nonpolymeric systems,40–45 the majority of investiga-

tions to date has focused on confined polymers (e.g.,

Refs. 46–58). Recently, a schematic facilitated kinetic Ising

model representing a thin film, its substrate, and a va-

por phase, was shown to reproduce key experimentally ob-

served characteristics of vapor-deposited glasses, includ-

ing surface-enhanced relaxation kinetics, and the exis-

tence of an optimum substrate temperature for stable glass

formation.59

Motivated by the problem’s inherent scientific interest,

by the variety of intriguing experimental observations, in

particular the recent findings of Ediger and co-workers on

stable glass formation, and by the interesting theoretical

predictions on the nature of the glassy surface,39 we have

undertaken a systematic computational investigation of the ef-

fects of interfaces and geometric confinement on the structure,

dynamics, and thermodynamics of glass-forming systems. In

this first paper we report our results on the simplest system, a

free-standing thin film of an atomic glass-forming mixture.60

In Sec. II we describe our system and the numerical tech-

niques employed in this investigation. Results on the film’s

structure, layer-by-layer dynamics, and energetics, including,

importantly, an analysis of minimum-energy configurations

(inherent structures),61–64 are presented in Sec. III. The ma-

jor conclusions as well as suggestions for future work are the

subject of the concluding Sec. IV.
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FIG. 1. Snapshot of 4050 atoms in a 22.4 × 22.4 × 35.8 simulation box at

T = 0.7. The simulation box is stretched in the z direction so that the result-

ing film does not self-interact. A particles are shown in blue and B particles

in red.

II. METHODS

We study the well-known binary Lennard-Jones glass-

forming mixture as parameterized by Kob and Andersen,60

namely, a mixture of 80%A particles and 20%B parti-

cles, with parameters ǫAA = 1.0, ǫB B = 0.5, ǫAB = 1.5, σAA

= 1.0, σB B = 0.88, and σAB = 0.8. Both types of particles

have the same mass, m, and interact via a Lennard-Jones

potential Uαβ(r ) = 4ǫαβ[(σαβ/r )12 − (σαβ/r )6]. Throughout

this paper, all quantities are expressed in reduced units: length

in units of σAA, temperature in units of ǫAA/kB , where kB is

Boltzmann’s constant and time in units of (σAAm/ǫAA)1/2.

FIG. 2. Temperature and thickness ranges for stable and unstable film for-

mations. The line is a guide to the eye.

FIG. 3. Density profiles (both species included) for films of 4050 atoms equi-

librated at various temperatures. The hyperbolic tangent fit lines give four

defining properties of the density profile: the liquid density ρL , the vapor

density ρV , the location of the center of the interface ze , and the width of

the interface d. The values of ρL and d are given in Table I, as a function of

temperature.

In order to ensure continuity of the potential and its

first two derivatives at the potential cutoff (continuity needed

for energy minimization calculations), we apply a shifted

force correction whereby the force between any two particles,

Fs(r ), is given by

Fs(r ) =

⎧

⎨

⎩

F(r ) r < r1

F(r ) + S(r ) r1 ≤ r < rc

0 rc ≤ r.

(1)

Here, F(r ) = −∂Uαβ(r )/∂r is the unshifted force, and S(r )

is a third order polynomial that is switched on between r1

and rc, subject to the constraints S(r1) = 0, S′(r1) = 0, S(rc)

= −F(rc), S′(rc) = −F ′(rc). Thus, Fs(r ) and its first

FIG. 4. Mole fraction of B atoms as a function of film depth z for films at

various temperatures. Hyperbolic tangent fit lines similar to the form given

by Eq. (2) are also shown. Species segregation is evident, with a higher con-

centration of B atoms in the interior of the film.
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FIG. 5. The lateral (top) and normal (bottom) stress profiles plotted as a func-

tion of film depth z for films of various temperatures. Here, positive values

correspond to compression and negative values to tension.

derivative are smooth and continuous everywhere, and vanish

at and beyond rc. For this study, we set r1 = 2.0σαβ and

rc = 2.5σαβ for all interactions.

To simulate a film, we use a computational cell with pe-

riodic boundary conditions that is stretched in the z direc-

tion. The dimensions of the box are L x = L y = 22.407, L z

= 35.8512. We initialize the system by placing N = 4050

atoms in an fcc lattice of density 1.2 spanning the xy plane

and centered in the z direction. The identity of a particle is

selected at random while maintaining the overall 4 : 1 ratio

of A to B particles. The simulation length along the z-axis

is chosen to be large enough such that the film does not in-

teract with its periodic images in the z direction (Fig. 1).

The velocity Verlet algorithm of numerical integration is ap-

plied, and the molecular dynamics time step used is 0.002.

The film is allowed to equilibrate for 2 × 105 time steps, and

a coordinate snapshot is taken every 5000 time steps there-

after. The entire simulation is run at fixed particle number, to-

tal volume, and temperature (N , V, T ), with a Nose–Hoover

thermostat.65 Our results indicate that some properties of the

free-standing film, such as the interior density at equilibrium,

do not depend strongly on the initialization density and de-

pend only on the temperature T . The maximum temperature

that we can simulate before a significant portion of the parti-

cles evaporate from the film is T = 0.9. In addition, for any

given temperature, there exists a minimum thickness, below

which the system fails to form a film (Fig. 2). We note that

(a)

(b)

FIG. 6. The lateral mean squared displacement for A (top) and B (bottom)

particles, plotted for various layers in a film of 4050 atoms equilibrated at

T = 0.7.

the fit line in Fig. 2 is only a guide to help choose initializa-

tion parameters. The precise conditions under which a film is

allowed to form are beyond the scope of this paper (the reader

is directed to Ref. 66 for a comprehensive study on this topic).

Here, we simply choose initialization parameters well inside

the existence region to ensure that the film maintains its in-

tegrity throughout the simulation.

Naturally, some of the atoms will leave the film and form

a vapor phase in the course of the simulation. As a conve-

nient criterion for differentiating the vapor and liquid phases,

we say that an atom i belongs to the film if ui < −1, where

ui = 1/2� jUαβ(ri j ) is the potential energy attributed to an

atom, i.e., for every pair interaction between two atoms, half

of the potential energy is assigned to one atom and half to the

other. We note that this ui < −1 “in film” definition is sim-

ply a convenient criterion to identify particles in the film. In-

deed, no visually obvious vapor particles have been observed

to obey the “in film” criterion. Since the atoms of the film are

only a subset of the total atoms in the simulation box, the cen-

ter of mass of the film is allowed to shift in the z direction.

The magnitude of this shift is on the order of σAA, and this

shift must be subtracted during analysis so that the location of

the z = 0 plane coincides with the film’s center of mass.

Finally, we apply the Fletcher and Reeves67 method

of conjugate gradients to perform energy minimization on

each coordinate snapshot to study the underlying inherent

structures embedded in the film’s multidimensional energy
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FIG. 7. Lateral diffusion coefficients for films of 4050 atoms equilibrated at

T = 0.5 and T = 0.7. The diffusion rate at the surface is roughly three times

that of the interior.

landscape. The particles in the system are moved iteratively

along the gradient of the potential energy landscape until

U (rN ), the potential energy as a function of the system’s 3N

translational degrees of freedom, is at a local minimum. The

criterion for convergence is satisfied when successive itera-

tions reduce the energy per particle by less than 10−7.

III. RESULTS AND DISCUSSION

A. Film profile

After equilibration, the interior density of a film is depen-

dent only on temperature and not on the initial density. This is

due to the nature of the free-standing film, which is free to ex-

pand and contract in the normal direction. The density profile

at a given temperature is calculated by partitioning the film

into slices of thickness 0.5σAA from the center of the film and

then dividing the average number of particles in each slice by

the volume of the given slice (Fig. 3). We perform the fol-

lowing hyperbolic tangent fit68 to the interfaces of the film:

ρ(z) =
1

2
(ρL + ρV ) −

1

2
(ρL − ρV ) tanh

(

2(|z| − ze)

d

)

,

(2)

where ρL is the interior density of the liquid phase, ρV is the

density of the vapor phase, ze is the location where the den-

sity is the average of ρV and ρL , and d is a measure of the

thickness of the interface. Thus, the fitting parameters give, in

principle, important properties of the film. However, the fitted

vapor density is invariably vanishingly small, and ze depends

on the number of particles used in the simulation. Accord-

ingly, in Table I we report the values of the two physically

relevant, temperature-dependent fitting parameters, ρL and d.

TABLE I. Fitted values of the interior density, ρL , and interface thickness,

d, for free-standing films of various temperatures, T .

T 0.5 0.6 0.7 0.8

ρL 1.15 1.09 1.04 0.98

d 0.82 0.94 1.07 1.25

(a)

(b)

FIG. 8. Normalized velocity autocorrelation function (VACF) for A (top) and

B (bottom) particles plotted for various layers in a film of 4050 atoms equi-

librated at T = 0.7. For both types of particles, the motion near the surface

differs from that in the interior of the film. In the interior, the VACF clearly

becomes negative, indicating that the atoms on average rebound in the oppo-

site direction after a short time. However, at the surface, the VACF decays

monotonically to zero, indicating that, on average, the atoms on the surface

do not experience this rebound. This behavior is qualitatively the same at all

other temperatures examined.

As shown, with decreasing T , the interior density increases

while the thickness of the interface decreases. This is consis-

tent with the simulation results of a pure component Lennard-

Jones film as described by Rowlinson and Widom.68

Another important property is the distribution of the A

and B particles as a function of film depth (Fig. 4). B atoms

tend to concentrate toward the center of the film. Since A–A

interactions are not as energetically favorable as A–B inter-

actions, the surface is enriched in A atoms. In this way, the

system minimizes the energetic cost of forming an interface,

namely the loss of half the nearest-neighbor interactions for

each surface atom. The corresponding segregation of B atoms

toward the center preserves the energetically favored A–B in-

teractions. As a consequence, the vapor phase is dominated

by A atoms.

B. Stress

Due to the film’s inhomogeneous geometry, the stress

varies along the z direction. We consider the pressure nor-

mal and parallel to the xy plane, P⊥ = Pzz and P‖ = (Pxx

+ Pyy)/2, respectively, and use the virial expression69 to
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FIG. 9. Average atomic equilibrium and inherent structure potential energy

assigned to an atom, as a function of the initial position before minimization,

z0, for atoms of type A and type B. The potential energy assigned to an

atom is calculated by splitting pair interaction energies equally between both

participating particles.

compute the three diagonal components of the stress tensor

in slices of thickness 	z = 0.5σAA. Figure 5 shows the lat-

eral and normal stress profiles for various simulated temper-

atures. The lateral stress near the center of the film is small,

but appreciable tensile lateral stresses develop in a subsurface

region of thickness ∼4σAA, beginning at a depth of ∼σAA be-

neath the film’s surface. The film’s subsurface region is also

under tensile normal stress, but appreciable normal compres-

sion develops in a region of thickness ∼2σAA located approx-

imately σAA away from the center. It can also be seen that the

film’s center is under slight normal compression, and that the

magnitude of all stresses increases upon lowering the temper-

ature. This indicates that the predominant contribution to the

film’s mechanical properties is configurational.

C. Diffusion

Because of the film geometry, particle motion is

anisotropic and must be analyzed in the normal and lateral di-

rections. In this study, we are primarily concerned with the lat-

eral diffusion rate. The trajectory of the system was recorded

for 5 × 106 time steps, with new time origins t0 chosen every

500 time steps, to provide independent “experiments” over

which to average. To calculate the lateral diffusion coefficient,

we partition the film into slices of thickness σAA starting from

the center of the film and use the following modified Einstein

diffusion equation:

D|| =
1

4
lim

τ→∞

d

dτ
〈	r||(τ )2〉slice, (3)

where D|| is the lateral diffusion coefficient, and 〈	r||(τ )2〉slice

is the average mean squared displacement of the particles that

remain in the slice for the entire interval duration τ . For slices

that are contained in the interior of the film, the diffusion coef-

ficient is determined by calculating the slope of 〈	r||(τ )2〉 on

the interval τ ∈ [2, 12]. For slices at the interface, 〈	r||(τ )2〉

does not become clearly linear until τ > 6, and the slope is

calculated on the interval τ ∈ [7, 12].

Figure 6 shows the layer-by-layer lateral diffusion of both

type A and type B particles for a film at temperature T = 0.7.

We see that the lateral diffusion coefficient at the surface

FIG. 10. Average difference of the energy of an atom with respect to its

corresponding inherent structure energy, as a function of the initial position

before minimization, z0, for atoms of type A and B. It can be seen that atoms

initially at the surface descend deeper down their portion of the energy land-

scape upon energy minimization.

is roughly three times greater than at the center of the film

(Fig. 7). Further insight can be gained by considering a re-

lated quantity, the velocity autocorrelation function (Fig. 8).

A striking difference between the dynamics of the atoms at

the surface as compared to the interior is evident. In the inte-

rior, after a short time, the atoms on average “rebound” in the

opposite direction. Atoms at the surface, on the other hand, on

average do not experience this rebound. As a check of con-

sistency, we also find that both the diffusion coefficient and

the velocity autocorrelation function at the center of the film

match essentially exactly the corresponding quantities com-

puted for a bulk system with the interior film density and com-

position as parameters.

D. Inherent structures

We perform an energy minimization67 on each coordinate

snapshot to study the underlying inherent structures (potential

energy landscape) (Ref. 61) of these films. Here, we will de-

note by z0 the z coordinate of a particle before minimization.

Figure 9 shows the average energy per particle before mini-

mization, u0, and the corresponding inherent structure quan-

tity, u I S , both plotted against z0. We also plot the difference

u I S − u0 as a function of z0 (Fig. 10). At the film interface,

the quantity |u I S − u0| is much larger than in the interior. In

other words, on average, the particles at the surface of the film

descend more deeply down their portion of the energy land-

scape than particles in the film’s interior. This is in agreement

with theoretical predictions39 and with the interpretation of

the molecular mechanisms underlying the enhanced stability

of slow-grown vapor-deposited glasses.29, 30 It suggests that

particles at the surface are able to explore the energy land-

scape more efficiently and point to the pronounced basin an-

harmonicity introduced by the presence of free surfaces; if

the system was harmonic, u0 − u I S would equal 3/2kB T , in-

dependent of z.

The difference |u I S − u0| is also a measure of how far

energetically an atom is from its underlying single-particle

inherent structure energy. This can be interpreted as a mea-

sure of stability, i.e., a region of lower |u I S − u0| is more

stable, in the sense that its energy differs by a comparatively

smaller amount from that corresponding to the mechanically
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FIG. 11. The average lateral and normal displacements that an atom under-

goes during energy minimization as a function of its initial position z0. It can

be seen that atoms near the surface suffer larger lateral and normal displace-

ments upon energy minimization than their counterparts located in the film’s

interior.

stable state (inherent structure). We see that as we move away

from the center, |u I S − u0| does not increase monotonically,

and the region slightly under the interface, where the absolute

difference attains a minimum, is then the most energetically

stable region of the film. This nonmonotonic behavior is ob-

served at all temperatures examined.

We also plot the average displacement of atoms upon de-

scending down the energy landscape toward the closest lo-

cal minimum. Figure 11 shows the average lateral and normal

displacements as a function of z0. In both directions, the av-

erage physical distance to the inherent structure minimum in-

creases as we move outward from the center of the film. This

result, combined with the increased diffusion rate at the sur-

face, shows the more efficient landscape sampling at the free

surface.

IV. CONCLUSIONS

In this work we have investigated the properties of an

atomic free-standing film. This study is part of an ongoing

project aimed at exploring computationally the effects of free

surfaces, solid substrates, and spatial inhomogeneity on the

structure, dynamics, and thermodynamics of glass-forming

systems. The 80%(A)–20%(B) binary Lennard-Jones glass-

forming mixture considered here exhibits substantial compo-

sitional inhomogeneity, with weaker A–A interactions favored

at the free surface and stronger A–B contacts favored inside

the film. This preferential enrichment of surface and bulk in

A and B, respectively, reflects primarily the energetics of free

surface stabilization. Over the range of temperatures explored

herein, we observe a substantial enhancement of lateral mo-

bility at the surface with respect to the film’s interior. In agree-

ment with theoretical predictions,39 particles residing at the

free surface are able to descend deeper down the energy land-

scape than particles in the film’s interior. Since the difference

between equilibrium and inherent structure energy should be

independent of position for a harmonic system, this behavior

is an indication of the strong basin anharmonicity introduced

by the free surfaces.

Our observations suggest several avenues for future

inquiry. The possible relevance of our two key observations

(enhanced diffusion at the surface, deeper descent down the

energy landscape for surface particles) to the recent discovery

by Ediger and co-workers of stable glasses formed by slow

vapor deposition29–35 remains to be established. In light of

recent reports of surface anisotropy in vapor-deposited sta-

ble glasses,70 simulation of model molecular systems that are

capable in principle of adopting different orientations at the

surface and in the bulk would be informative. The substrate

temperature was shown by Ediger et al.30 to be an impor-

tant variable for controlling the stability of vapor-deposited

glasses. The corresponding computational studies remain to

be done. Also of interest would be an investigation of the

relative importance of surface mobility and anharmonicity in

causing surface particles to descend deeper down the energy

landscape. Finally, we have described surface particles as be-

ing able to sample the energy landscape more efficiently and

providing a general quantitative definition of this idea would

be useful. These are some of the aspects of glassy behavior in

thin films that we plan to investigate and on which we plan to

report in future publications.
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