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Glasses have a wide range of technological applications. The recent discovery of ultrastable glasses that are obtained by depositing the vapor of a glass-forming liquid onto the surface of a cold substrate has sparked renewed interest in the effects of confinements on physicochemical properties of liquids and glasses. Here, we use molecular dynamics simulations to study the effect of substrate on thin films of a model glass-forming liquid, the Kob-Andersen binary Lennard-Jones system, and compute profiles of several thermodynamic and kinetic properties across the film. We observe that the substrate can induce large oscillations in profiles of thermodynamic properties such as density, composition, and stress, and we establish a correlation between the oscillations in total density and the oscillations in normal stress. We also demonstrate that the kinetic properties of an atomic film can be readily tuned by changing the strength of interactions between the substrate and the liquid. Most notably, we show that a weakly attractive substrate can induce the emergence of a highly mobile region in its vicinity. In this highly mobile region, structural relaxation is several times faster than in the bulk, and the exploration of the potential energy landscape is also more efficient. In the subsurface region near a strongly attractive substrate, however, the dynamics is decelerated and the sampling of the potential energy landscape becomes less efficient than the bulk. We explain these two distinct behaviors by establishing a correlation between the oscillations in kinetic properties and the oscillations in lateral stress. Our findings offer interesting opportunities for designing better substrates for the vapor deposition process or developing alternative procedures for situations where vapor deposition is not feasible. © 2014 AIP Publishing LLC.

I. INTRODUCTION

A major technological trend of the last few decades has been the shrinkage of accessible time and length scales. This has made precision manufacturing of nano-sized particles and devices easier than ever before. An important consequence of this trend is the famous “Moore’s Law” which states that the computing power of a transistor chip doubles every 18 months.1 The physicochemical properties of matter at reduced length scales can deviate significantly from the bulk. These differences can be partly attributed to quantum effects that are only present at such small length scales,2-4 but they can also be a result of confinement. It is thus practically important to understand the effect of confinement on the properties of atomic and molecular systems. Confined states of matter are not only present in the state-of-the-art technologies, but are also ubiquitous in nature. Confinement plays an important role in determining the behavior of systems as diverse as biological cells,5,6 aquifers,7 natural gas and oil reservoirs,8 and atmospheric droplets and aerosols that constitute clouds.9 Such ubiquity endows the study of confinement in materials with unusually broad interest.

What is universal about confinement is that it breaks the translational isotropy of a bulk material. As a consequence, all physicochemical properties become functions of position in confined states of matter. It has indeed been shown in various experimental10-15 and computational16-29 studies of confined matter that properties such as density, composition, diffusivity, and viscosity can be strong functions of position. This lack of translational isotropy can lead to major changes in the global properties of the corresponding material. For instance, confinement can shift coexistence manifolds in the thermodynamic phase diagram of the bulk system, e.g., by lowering the melting temperature.30-34 It can also induce new phases that are not possible in the bulk,35 or can alter the effective dynamic and mechanical properties of matter such as relaxation times,14,32,36 elastic constants,14,37,38 viscosities,20,38,39 and diffusivities.28,40,41

The translational anisotropy of confined systems can be utilized to produce materials with superior properties. Vapor-deposited ultrastable glasses discovered by Swallen et al.42 are notable examples. Unlike ordinary glasses that are prepared via gradual cooling of the bulk supercooled liquid,43,44 ultrastable glasses are obtained by depositing the vapor of the glass forming substance onto the surface of a substrate with a temperature that is slightly below $T_g$. The arising glasses tend to possess extraordinary thermodynamic and kinetic stability (e.g., higher onset temperature and density). Calorimetric experiments reveal that these glasses have lower enthalpies in comparison to ordinary glasses.42 They thus correspond to configurations that have descended deeper along their potential energy landscape than the corresponding “bulk” glasses. Although certain structural features of such low-energy amorphous configurations, such as the abundance of regular
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polyhedral Voronoi cells, have been described in molecular simulations of model atomic stable glasses,\(^{45}\) considerable gaps in understanding remain regarding the mechanism(s) through which vapor deposition gives rise to such stable configurations. It was argued in the original publication of Swallen et al. that the formation of stable glasses is facilitated by the existence of a highly mobile region in the growing free interface, which is a direct consequence of translational symmetry breaking in the supercooled liquid. Self-diffusivity measurements in organic glasses around the glass transition temperature \(T_g\) have indeed revealed the existence of a highly mobile region in the vicinity of the free surface, with diffusivities as large as \(10^6\) times the bulk self-diffusivity.\(^{15}\) A similar behavior has been observed in viscosity measurements for glassy 3-methylpentane films.\(^{12}\) Also, glassy polymer films have been observed to have a highly mobile region in the vapor-liquid interface at temperatures below \(T_g\).\(^{15}\) The existence of such a high mobility region has been observed in molecular simulations of free-standing atomic thin films as well.\(^{37}\) It has also been observed that the melting of these stable glasses proceeds via an interface-initiated growth front that develops at interfaces and grows deep into the bulk amorphous solid.\(^{46}\) The original stable glasses of Swallen et al. were prepared from indomethacin and 1,3-bis-(1-naphthyl)-5-(2-naphthyl)benzene. The same procedure has been used to prepare stable glasses of other organic molecules such as ethylbenzene,\(^{37,43}\) toluene,\(^{48-51}\) isopropyl benzene,\(^{52}\) decalin,\(^{53}\) and 1-propanol.\(^{54}\) Also, similar procedures have been used to prepare ultrastable polymeric\(^{55}\) and metallic glasses.\(^{56}\) It has thus been suggested that the formation of stable glasses via vapor deposition is a universal process that can be used for preparing stable glasses from any glass-forming substance.\(^{57}\)

Glasses have been of considerable technological interest even before the discovery of ultrastable glasses, thanks to their high level of structural uniformity, with widespread applications in areas such as microfluidics,\(^{58}\) energy storage,\(^{59,60}\) medicine,\(^{61-63}\) photonics and laser technology,\(^{64-66}\) lithography,\(^{67}\) spectroscopy,\(^{68}\) tissue engineering,\(^{69}\) and chromatography.\(^{70}\) In most technological applications of glasses, the behavior of the glassy component is strongly affected by the presence of one or more interfaces. Because of this, and because of the potential role of confinement in promoting superior stability in vapor-deposited glasses, it is crucial to study translational anisotropy in atomic and molecular thin films. Computer simulations are invaluable tools in this endeavor since structural and dynamical heterogeneities that develop due to lack of translational isotropy can be probed with much higher resolution in simulations than in experiments.

In this work, we use molecular dynamics simulation in order to perform a systematic investigation of thermodynamic and kinetic anisotropies in thin films of a model atomic glass-forming liquid, the Kob-Andersen binary Lennard-Jones system.\(^{71}\) This paper is organized as follows. We describe the particulars of the system studied in this work in Sec. II A. Technical specifications of molecular dynamics simulations as well as the procedure used for system preparation are presented in Sec. II B. In Sec. II C, we describe the numerical procedures used for computing position-dependent thermodynamic and kinetic properties. We present and discuss the computed profiles of those thermodynamic and kinetic properties in Secs. III A and III B, respectively. And finally, Sec. IV is reserved for concluding remarks.

II. METHODS

A. System description and interatomic potential

Figure 1 shows a schematic representation of the simulation box that contains a liquid film (depicted in red and green), an attractive substrate (depicted in blue) and a repulsive substrate (depicted in yellow). The box is a periodic cuboidal cell stretched along the \(z\) direction in order to avoid the film and the substrates from being affected by their periodic images. The system is made up of four types of atoms (or particles) that have identical masses and interact via the Lennard-Jones (LJ) potential:

\[ U_{\alpha\beta}(r) = 4\epsilon_{\alpha\beta} \left[ \left( \frac{\sigma_{\alpha\beta}}{r} \right)^{12} - \left( \frac{\sigma_{\alpha\beta}}{r} \right)^6 \right]. \]  

All LJ potentials are truncated at a cutoff value of \(r_{c,\alpha\beta}\) and shifted to zero at \(r_{c,\alpha\beta}\). All quantities in this work are expressed in LJ reduced units based on \(\epsilon_{AA}\), \(\sigma_{AA}\), and \(m_A\).

The interaction parameters for all pairs and the corresponding cutoff values are given in Table I. The dimensions of the box are given by \(L_x = L_y = 18\sqrt{3}\sigma_{AA} \approx 28.57\sigma_{AA}\) and \(L_z = 100\sqrt{4}\sigma_{AA} \approx 158.74\sigma_{AA}\).

The liquid film in Fig. I is made up of a binary mixture of A and B atoms that are depicted in red and green, respectively.
TABLE I. $\epsilon$, $\sigma$ and cutoff values for the Lennard-Jones potential.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\epsilon_{\alpha\beta}$</th>
<th>$\sigma_{\alpha\beta}$</th>
<th>$r_{\text{cutoff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A</td>
<td>1.00</td>
<td>1.00</td>
<td>3.50</td>
</tr>
<tr>
<td>B</td>
<td>B</td>
<td>0.50</td>
<td>0.88</td>
<td>3.08</td>
</tr>
<tr>
<td>C</td>
<td>C</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>3.50</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>3.50</td>
</tr>
<tr>
<td>A</td>
<td>B</td>
<td>1.50</td>
<td>0.80</td>
<td>2.80</td>
</tr>
<tr>
<td>A</td>
<td>C</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>3.50</td>
</tr>
<tr>
<td>A</td>
<td>D</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>1.10</td>
</tr>
<tr>
<td>B</td>
<td>C</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>3.50</td>
</tr>
<tr>
<td>B</td>
<td>D</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>1.10</td>
</tr>
<tr>
<td>C</td>
<td>D</td>
<td>$\epsilon_S$</td>
<td>1.00</td>
<td>3.50</td>
</tr>
</tbody>
</table>

and are mixed at a 4:1 ratio. The A–A, A–B, and B–B interaction parameters correspond to the Kob-Anderson binary LJ mixture. The binary mixture arising from this particular choice of parameters is a liquid that has never been observed to crystallize or phase separate under normal circumstances, and is therefore a popular model for studying atomic glass-forming liquids.

The liquid film is in the vicinity of an attractive substrate that is shown in blue in Fig. 1 and is made up of C atoms that attract A and B atoms with $\epsilon_{AC} = \epsilon_{BC} = \epsilon_S$. Unlike A and B atoms that are mobile during the course of the molecular dynamics simulation, C atoms are located on the sites of a face-centered cubic (fcc) lattice with a reduced number density of 1.00 and are tethered to their lattice positions using stiff harmonic springs with spring constant $k_c \sigma_{AA}^2/\epsilon_{AA} = 10^7$. In all our simulations, the liquid film is placed close to the [001] face of the fcc crystal. On the opposite side of the attractive substrate there is a repulsive substrate made up of D atoms (shown in yellow in Fig. 1). The A–D and B–D LJ interactions are truncated and shifted at $r_c = 1.1 \sigma_{AD} = 1.1 \sigma_{BD}$ and are therefore purely repulsive. Note that $\epsilon_{AD} = \epsilon_{BD} = \epsilon_S$. D atoms are also placed onto the same fcc lattice occupied by C atoms, and are tethered to their lattice positions with harmonic springs of equal stiffness. If a single attractive substrate is included, a second liquid film might develop on the opposite side of the attractive substrate due to evaporation and re-deposition of A and B atoms as a result of the periodic boundary conditions. By including a second repulsive substrate, we make sure that the thickest possible film is formed and maintained during the course of the simulation. In order to understand the effect of substrate/liquid interactions, we carried out our simulations for three different values of $\epsilon_S$, namely, 0.3, 0.5, and 1.0.

B. Molecular dynamics simulations and system preparation

The molecular dynamics (MD) simulations are performed in the NVT ensemble using LAMMPS. Newton’s equations of motion are integrated using the velocity Verlet algorithm with a time step of $\Delta t = 0.0025$, and the temperature is controlled using the Nosé-Hoover thermostat with a time constant of $\tau = 2.0$. For each value of $\epsilon_S$, four simulations are performed at the reduced temperatures $T^* = 0.6, 0.7, 0.8, \text{ and } 0.9$.

The initial configuration of the system is prepared as follows. The attractive and repulsive substrates are constructed by placing C and D atoms at their corresponding lattice positions. A similar fcc crystal comprised of A atoms is constructed in the vicinity of the [001] face of the attractive substrate, and the identity of each A atom is randomly changed to B with a probability of $p = 0.2$. The number of atoms used in each of these lattices is given in Table II. The resulting film is equilibrated in a molecular dynamics simulation in which two separate thermostats are used. All substrate atoms are coupled to a thermostat that is set to the final target temperature of the system. The mobile A and B atoms, however, are coupled to a second thermostat that is initially set to $T^* = 0.9$, a high temperature for the Kob-Anderson LJ mixture. During the initial stage of the MD simulation that is performed for $10^6$ MD steps, the binary LJ crystal melts to become a “hot” liquid film. The target temperature of the second thermostat is then gradually decreased to the final target temperature at a rate of $10^{-6}/\text{MD step}$. Eventually, the system is equilibrated for $1.5 \times 10^6$ MD steps with both thermostats set to the final target temperature of the system. As will become apparent in Sec. III B, the initial melting and the final equilibration times are orders of magnitude greater than the largest structural relaxation times in all systems simulated in this work. The final configurations obtained from the procedure described above are used for production runs that are performed in the NVT ensemble at the final target temperature. We use an in-house C++ computer program that links against the LAMMPS static library to calculate the profiles of thermodynamic and kinetic properties on-the-fly. We sample each trajectory every $m$ MD steps where $m$ depends on temperature and is larger for lower temperatures. The numerical procedures used for calculating these profiles are presented in Sec. II C.

C. Translational anisotropy and profiles of thermodynamic and kinetic properties

1. Thermodynamic properties

In order to study the position dependence of thermodynamic properties, the liquid film is partitioned into slices that are each $\sigma_{AA}/20$ thick, and simple time averages of the corresponding properties are calculated in each slice. For instance, the density profile of atoms of type $\alpha = A, B$ is given by

$$ρ_\alpha(z) = \frac{1}{S} \sum_{i=1}^{N_\alpha} \delta(z_{\alpha,i} - z),$$

(2)
where $S^\parallel = 64\sqrt{\pi}a_{AA}^2$ is the cross-sectional surface area of each slice. To determine the potential energy profile, an energy is assigned to each atom by equally splitting the energy contribution of each pair between the two participating atoms. The potential energy profile is thus given by

$$U_a(z) = \frac{\sum_{i=1}^{N_a} U_{a,i} \delta(z_{a,i} - z)}{\sum_{i=1}^{N_a} \delta(z_{a,i} - z)}.$$  

(3)

$U_a(z)$ is a measure of the average potential energy of $\alpha$-type atoms residing in a slice that contain $z$. In order to calculate stress profiles, we use the virial equation,

$$S^{\alpha\beta}(z) = -\frac{1}{S^\alpha} \left( \sum_{i=1}^{N^\alpha} \delta(z - z_i) \left( p_{i}^\alpha p_{i}^\beta f_i \right) + \frac{1}{2} \sum_{j(\neq i)=1}^{N^\alpha} r_{ij}^\alpha F_{ij}(r_{ij}) \right),$$

(4)

where $\lambda$, $\nu = x, y, z$, $N$ is the total number of atoms in the system, $r_i$ and $p_i$ are the position and the momentum of the $i$th atom, $F_{ij}(-)$ is the force exerted by the $j$th atom on the $i$th atom. Note that $S^{xx}(z) = S^{yy}(z) \neq S^{zz}(z)$ due to lack of translational isotropy in the system. In order to make this distinction, we will refer to the $xx$ and $yy$ components of the stress tensor as the lateral stress and to its $zz$ component as the normal stress.

Another structural property that was calculated in this study is the lateral radial distribution function, which is the radial average of the pair distribution function,

$$g_{\alpha\beta}(r^\parallel, z) = \frac{\sum_{i=1}^{N^\alpha} \sum_{j=1}^{N^\beta} \delta(r_{\alpha,i}^\parallel - r_{\beta,j}^\parallel - r^\parallel) \mathcal{D}(z_{\alpha,i}, z_{\beta,j}, z)}{\rho_{\alpha}(z) \rho_{\beta}(z)},$$

(5)

where $r^\parallel \equiv (x, y) \in \mathbb{R}^2$ is the lateral projection of $r \in \mathbb{R}^3$ onto the $xy$ plane and $\mathcal{D}(z_1, z_2, z) = \delta(z_1 - \delta) \delta(z_2 - z)$.

We use the MD-based FIRE algorithm to perform energy minimization on all configurations sampled by our in-house program. This algorithm enables us to perform energy minimization despite having an interatomic potential that has a discontinuity in its first derivative. We then obtain the profile of potential energies in the inherent structure (IS) using the following equation:

$$U_{IS,a}(z) = \frac{\sum_{i=1}^{N_a} U_{IS,a,i} \delta(z_{a,i}^0 - z)}{\sum_{i=1}^{N_a} \delta(z_{a,i}^0 - z)}.$$  

(6)

with $z_{a,i}^0$ the $z$ coordinate of particle $i$ (of type $a$) prior to energy minimization.

2. Kinetic properties

There are rigorous expressions that relate kinetic properties, such as transport coefficients, of a closed system to mechanical observables of its microstates. The most well-known approach—known as the “Green-Kubo” approach—relates transport coefficients to integrals of time autocorrelations of microscopic currents. A second approach developed by Helfand expresses transport coefficients in Einstein-like equations in terms of moments that are time integrals of microscopic currents. But no rigorous equivalent expression exists for open systems since both these approaches rely on autocorrelations that are not trivial to define when particles can move in and out of a control volume. This is particularly problematic in studying dynamical heterogeneities in confined systems—including the liquid films studied in this work—since the compartments obtained from partitioning the confined systems (such as the cuboidal slices defined in Sec. II C) are open systems that exchange particles with their neighboring compartments.

This lack of a rigorous formalism for computing transport coefficients in open systems is a limitation that affects all computational studies of confined systems. Although several authors have attempted to develop novel problem-specific rigorous algorithms for computing position-dependent transport coefficients, most have resorted to phenomenological approaches that are based on the existing expressions for closed systems. We describe the existing phenomenological approaches in the context of computing lateral diffusivities in systems that are anisotropic in one dimension only, like the liquid films studied in this work. The problem of anisotropic diffusion is described by the Smoluchowski equation,

$$\frac{\partial}{\partial t} \psi(r,t) - \nabla \cdot \left[ D(r,t) \nabla \psi(r,t) \right] = 0,$$  

(7)

where $D(r, t)\equiv D_{\parallel} \equiv D t_{\parallel}$ is isotropic. Equation (7) can therefore be solved analytically to obtain,

$$p(r,t|0,t_0) = \frac{1}{[4\pi D(t-t_0)]^{3/2}} \exp \left[ -\frac{||r - r_0||^2}{4D(t-t_0)} \right],$$

(8)

where $d$ is the dimensionality of the system. Ensemble average of $||r(t) - r(0)||^2$ can therefore be calculated from Eq. (8) to obtain the widely known Einstein formula,

$$D = \lim_{t \to \infty} \frac{\langle ||r(t) - r(0)||^2 \rangle}{2dt}.$$  

(9)

Another dynamical quantity that can be obtained from $p(r,t|0,t_0)$ is the structural relaxation time that is calculated from the decay of the self-intermediate scattering function,

$$F_s(q,t) = \frac{1}{N} \sum_{i=1}^{N} \exp[iq|r(t) - r_0||],$$

(10)

which is the Fourier transform of $p(r,t|0,0)$. The decay characteristic of $F_s(q,t)$ is a strong function of temperature and closely mirrors the convergence of mean-square displacement to the diffusive regime. Also, the exact rate of decay depends...
on $q$ and is typically largest for $q = q_{\text{max}}$, the wavevector corresponding to the first peak of the structure factor $S(q)$. Structural relaxation times are typically obtained by finding the root of $F_s(q_{\text{max}})$, $\tau = c$ with $c$, being a constant that should be chosen so that it falls into the alpha relaxation region. For three-dimensional systems $c$ is generally chosen to be $1/e$.

In confined systems that are anisotropic along the $z$ direction, however, $D(z)$ is no longer isotropic and has two distinct elements instead: $D(z) = D_{xx}(z) = D_{yy}(z)$ or the lateral diffusivity and $D(z) = D_{zz}(z)$ or the normal diffusivity. The $z$ dependence of both these diffusivities turns Eq. (8) into a coupled partial differential equation that cannot be solved via conventional techniques such as separation of variables even though $\psi(z)$ can be accurately determined from a molecular simulation. Several closed-form analytical solutions of Eq. (8) have been reported by making certain a priori assumptions about the mathematical form of $D(z)$. But since $D_{xx}(z)$ and $D_{zz}(z)$ are not a priori known, it is only possible to obtain a numerical solution that relates position-dependent diffusivities and the observed $p(r^1, z, t, z_0, q_0, \Delta t)$ in a self-consistent manner. In order to avoid this tedious path, different authors have taken different phenomenological approaches for calculating $D^1$ profiles. In all of these approaches, the simulation domain is divided into slices, and an ad hoc mean-squared displacement, $\phi(z, t)$, is defined for every slice, which, alongside Eq. (9), is used to determine lateral diffusivities in each slice.

A common phenomenological approach used by many authors is to apply the virtual absorbing boundary conditions at the boundaries of each slice. In this approach, the entities that leave and re-enter a slice during a time window do not contribute to the mean-square displacement of that time window since they might spend time in slices with diffusivities different from that of the slice of interest. Therefore, $\phi(z, t)$ is defined as

$$\phi(z, t) = \langle |r^1(t) - r^1(0)|^2 \delta(z(t) - z) \rangle,$$

(11)

with $\Delta z$ being the thickness of the slice. This approach is numerically costly since the fraction of particles that do not leave their initial slice during a time interval $t$ will decrease with $t$. As a result, it is far more difficult to gather quality statistics in the long-term diffusive regime of the mean-squared displacement. Another problem with this approach is the sensitivity of the computed relaxation times and diffusivities to the slice thickness due to unacceptable biasing in favor of less mobile particles that are more likely to remain inside a thinner slice. Considering these limitations, some authors have used alternative phenomenological approaches. One possibility is to define $\phi(z, t)$ based on the position of the particle at the beginning of the time window,

$$\phi(z, t) = \langle |r^1(t) - r^1(0)|^2 \delta(z(0) - z) \rangle.$$

(12)

A second possibility is to include in $\phi(z, t)$ only the particles that are present in the slice both in the beginning and at the end of the time window,

$$\phi(z, t) = \langle |r^1(t) - r^1(0)|^2 \delta[z(t) - z] \rangle.$$

(13)

And finally, a third possibility is to assign the contribution of every particle to $\phi(z, t)$ that corresponds to its average normal position $\vec{z}(t) = (1/t) \int_0^t z(\tau) d\tau$ throughout the time window $t$.

$$\phi(z, t) = \langle |r^1(t) - r^1(0)|^2 \delta[z(t) - z] \rangle.$$

(14)

Although arguments can be raised for and against any of these approaches, there is no solid theoretical reason for preferring any one of them over others. In this work, we adopt the approach expressed in Eq. (13) due to its computational simplicity and its robustness to changes in the slice thickness. Also, by only allowing the particles that are present in the same slice both at the beginning and at the end of a time window to contribute to $\phi(z, t)$, we avoid the unphysical biasing towards particles that persistently move away from their initial slices towards regions of different diffusivities.

Another difficulty in calculating position-dependent diffusivities is the inter-slice mixing that occurs at very large time windows. This leads to an apparent super-diffusive regime in the ad hoc $\phi(z, t)$ at large values of $t$ since at larger time windows, the particles are more likely to take a round-trip to slices that are far away from their slice of origin (Fig. 2). As a consequence, $D^1(z)$ cannot be computed from the asymptotic behavior of $\phi(z, t)$ and should instead be estimated from the diffusive regime that precedes the mixing-initiated super-diffusive regime. In Fig. 2, for instance, this will correspond to $10^9 \leq t \leq 10^{12}$.

Using the same convention introduced above, a similar slice scattering function can be defined as follows:

$$F_s(q, z, t) = \frac{1}{N} \sum_{i=1}^{N} \exp[iq|\Delta r^1(t)|] \delta(z(t), z(0), z).$$

(15)

As previously observed in molecular simulations of two-dimensional systems, self-intermediate scattering functions can take lower values during the caging regime in two-dimensional systems than in three-dimensional systems. Therefore, the cutoff value for defining relaxation times needs to be smaller in two-dimensional systems, including for $F_s(q, z, t)$'s calculated in this work. We will therefore use a value of $c = 0.2$, which always falls in the alpha relaxation region for all scattering functions calculated in this work.

Another ambiguity that arises in computing structural relaxation times in confined systems is the sensitivity of the calculated relaxation time profiles to the particular value of

![FIG. 2. Total mean-squared displacements computed for a film with $\epsilon_z = 0.3$ at $T^* = 0.9$. The super diffusive regime at $t \approx 10^9$ is due to the inter-slice mixing of particles.](image-url)
III. RESULTS AND DISCUSSION

A. Thermodynamic properties

Figure 4 depicts density profiles computed for several values of $T^*$ and $\epsilon_S$. We observe that the liquid is always stratified in the vicinity of the substrate, although the extent of stratification, i.e., the number and the amplitude of density waves, increases by increasing $\epsilon_S$ or by decreasing the temperature. The oscillations in density are both observed for the total density profile (shown in black) as well as the density profiles of individual components (shown in red and green).

The emergence of layering in the vicinity of a substrate has been previously observed in a wide variety of other confined systems such as slit pores\(^1\) and molecular thin films\(^2\) and can be attributed to non-random ordering of mobile atoms of the liquid in the close vicinity of immobile atoms of the substrate. These density waves can therefore be conceptually thought of as (unnormalized) substrate-liquid radial distribution functions that are frozen due to the freezing of the atoms in the substrate.

The oscillatory density profile of the liquid near the substrate might or might not be accompanied by crystalline order. These two can be distinguished by inspecting the lateral radial distributions computed from Eq. (5). In a slice that is laterally amorphous, $g_{\alpha\beta}(r, z)$ converges to unity as $r \to \infty$ with decaying fluctuations, while in a slice with lateral crystalline order, the fluctuations of $g_{\alpha\beta}(r, z)$ persist over arbitrarily long distances. In order to quantify these two distinct behaviors, we compute the following function for every slice:

$$f_{\alpha\beta}(r_c; z; \nu) = \int_0^{r_c} H(\|g_{\alpha\beta}(r, z) - 1\| - \nu)dr,$$

with $H(x) = \int_{-\infty}^{x} \delta(\xi) d\xi$, the Heaviside function. For amorphous slices, $f_{\alpha\beta}(r_c; z; \nu)$ will be independent of $r_c$ for sufficiently large values of $r_c$ since the amplitude of deviations from unity will be smaller than $\nu > 0$ when $r$ is large enough. For crystalline slices, however, $f_{\alpha\beta}(r_c; z; \nu)$ will grow with $r_c$ indefinitely since the characteristic amplitude of deviations from unity will be always larger than a sufficiently small $\nu > 0$. We thus define the crystalline region as the part of

$q$ as the rate of decay in $F_\nu(q, z, t)$ depends on $q$. Since significant structural variations are possible in a confined system, e.g., due to density and composition oscillations, the position of the first peak of $S(q, z)$ can be a strong function of $z$. However, using different wavenumbers for different regions of space can make comparing the computed relaxation times nontrivial. As a matter of consistency, we use a single $q^*$ value ($q^* = 7.251 \sigma_{AA}^{-1}$) for all our calculations, and we confirm the robustness of computed relaxation time profiles by computing lateral diffusivities that are independent of the choice of $q^*$. We also confirm that relaxation time profiles are qualitatively insensitive to the particular choice of $q^*$ and the observed trends are preserved if different values of $q^*$ are used even though the exact numerical values of $\tau^{\parallel}(z)$ will change (Fig. 3).

Due to the constraint imposed in Eqs. (13) and (15), only a fraction of trajectories contribute to $\phi(\vec{r}, t)$ and $F_\nu(q, z, t)$ calculations. As a result, it is more difficult to obtain quality statistics in computing these autocorrelation functions. We therefore use thicker slices ($\Delta z = \sigma_{AA}/4$) for computing profiles of dynamical quantities.
FIG. 5. Determining the thickness of the crystalline region in the vicinity of the substrate for $T^* = 0.6$ and $\epsilon_S = 1.0$. The arrow corresponds to the smallest $z$ for which $f(r_c, z; 0.05)$ becomes independent of $r_c$.

FIG. 6. Normal stress profiles for selected values of $\epsilon_S$ and temperature.

FIG. 7. Density and normal stress profiles for (a) $\epsilon_S = 0.3, T^* = 0.6$ and (b) $\epsilon_S = 1.0, T^* = 0.6$. Regions with lateral long-range order are shaded in blue. In amorphous parts of the film, regions with positive and negative normal stress are shaded in green and red, respectively.
The mole fraction of B vs. distance from the substrate for several values of temperature and $\epsilon_S$. 

Figure 8 depicts the mole fraction of B, $x_B = \rho_B/(\rho_A + \rho_B)$, as a function of distance from the substrate. We observe that the B particles tend to avoid both the liquid-vapor and the liquid solid interfaces. In systems with attractive interactions, the formation—and the maintenance—of a free interface would involve an energetic cost arising from the loss of half the nearest neighbor interactions for the particles at the interface. As can be clearly seen in potential energy profiles depicted in Fig. 9, the average energy of both particle types increases in the vicinity of the vapor-liquid interface, which is an indication of this energetic loss. But this energetic loss is not sufficient for explaining composition differences in multicomponent systems as different composition profiles can give rise to different overall mixing entropies. As shown in detail in Appendix A, an A-rich interfacial region—and thus a B-rich bulk region—will lead to an overall increase in the mixing entropy, which can offset the energetic loss at the interface. 

Due to the presence of attractive A–C and B–C interactions, the energetic cost of maintaining a liquid/substrate interface is smaller, and can be close to non-existent for strongly attractive “sticky” substrates (e.g., $\epsilon_S = 1.0$). Indeed, the average potential energies of both A and B atoms increase in the vicinity of “loose” substrates (i.e., substrates with $\epsilon_S = 0.3$ and 0.5), but not to the level of the atoms in the free interface. As a result, we observe an A-rich region in the immediate vicinity of the substrate in all our simulations. However, the mole fraction of B atoms in the interfacial region increases by increasing $\epsilon_S$. This is because the energetic loss is smaller for substrates that are more sticky. 

Like the profiles of total density, composition profiles are oscillatory near the substrate and $x_B$ undergoes large fluctuations before converging to its bulk value. Also the amplitudes and the number of composition waves are larger at lower temperatures and larger $\epsilon_S$’s. For sticky substrates ($\epsilon_S = 1.0$) and low temperatures ($T^* \leq 0.7$), the crystalline region in the vicinity of the substrate is phase-separated into crystalline sheets of A atoms followed by crystalline sheets of B atoms (Top panel of Fig. 8).

Figure 9 depicts the potential energy profiles calculated from Eq. (6) for different values of $T^*$ and $\epsilon_S$. Unlike densities, compositions, and lateral and normal stresses that always undergo significant oscillations near the substrate, potential energies tend to increase monotonically in the vicinity of loose substrates, i.e., for $\epsilon_S = 0.3$, and only oscillate near...
sticky substrates ($\epsilon_S = 1.0$). For moderately attracting substrates ($\epsilon_S = 0.5$), two distinct regimes are observed at different temperatures. At higher temperatures ($T^* \geq 0.8$), potential energy profiles are monotonic and are like the ones observed for $\epsilon_S = 0.3$. For lower temperatures, however, they are more oscillatory near the substrate, like the ones observed for sticky substrates. The emergence of oscillatory potential energy profiles can be attributed to the strong ordering induced by these sticky substrates, something that also manifests itself in stronger oscillations in density, stress, and composition profiles. This effect is much weaker in the vicinity of looser substrates, giving rise to more monotonic potential energy profiles.

Figure 10 depicts $U_a(z) - U_{IS,a}(z)$ for different values of $T^*$ and $\epsilon_S$. This quantity—that we call the dive profile—is the average energy that particles of type $a$ residing at $z$ lose as a result of energy minimization, and is a measure of the efficiency with which particles of a certain region can explore the potential energy landscape. We observe larger values of $U_a(z) - U_{IS,a}(z)$ in the vicinity of the vapor-liquid interface, which corresponds to more efficient sampling of the potential energy landscape by these particles. This has also been observed in computational studies of free-standing thin films of the Kob-Andersen LJ mixture. A similar maximum is observed in the subsurface region neighboring loose substrates. In the vicinity of sticky substrates, however, the potential energy landscape is more heavily affected by the presence of the substrate, and the particles are more restricted in sampling and exploring that oscillatory landscape. Similar to potential energy profiles, dive profiles are also very oscillatory in the vicinity of sticky substrates, which is also a consequence of strong substrate-induced ordering in those regions. Another interesting observation is the gradual mild decline of $U_a(z) - U_{IS,a}(z)$ across the films that are in the vicinity of sticky substrates. This shows that the ordering effect of a strongly attractive substrate extends far beyond the solid/liquid subsurface region. This “deep” ordering induced by sticky walls also manifests itself in stronger stratification in the liquid film.

FIG. 10. Profile of $\langle U \rangle - \langle U_{IS} \rangle$ of thin films as a function of distance from the substrate. The crystalline regions of the films are shaded in light blue.

FIG. 11. Relaxation time profiles of thin films as a function of distance from the substrate as calculated from the self-intermediate scattering functions. The crystalline regions of the films are shaded in light blue.
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FIG. 12. Lateral diffusivity profiles of thin films as a function of distance from the substrate as calculated from the mean squared displacements. The crystalline regions of the films are shaded in light blue.

B. Kinetic properties

We compute position-dependent structural relaxation times and lateral diffusivities using the convention introduced in Sec. II C 2. The results are depicted in Figs. 11 and 12, respectively. We observe a region of accelerated dynamics close to the free interface, characterized by large diffusivities and small relaxation times. This is consistent with earlier experimental and computational studies of thin films.12, 13, 27 Also, B atoms typically have larger diffusivities and smaller relaxation times, a fact that can be attributed to their relatively smaller size ($\sigma_{BA}$) that helps them move past other particles more easily than the bulkier A particles.

The dynamics in the solid-liquid interfacial region is more interesting. In the immediate vicinity of the substrate, dynamics is slower than in the bulk for all values of $T$ and $\epsilon_S$. This is a direct consequence of crystalline order in those regions, and leads to larger relaxation times and smaller diffusivities in the shaded blue regions of Figs. 11 and 12. In highly-ordered crystalline regions of the film, structural relaxations can be too slow to be accessible on the time scales of our simulations. This explains the absence of symbols for some values of $z$ in Figs. 11 and 12, since unlike thermodynamic properties that can be computed with arbitrary accuracy for all values of $z$, dynamical properties cannot be computed for the values of $z$ at which structural relaxation is prohibitively slow.

Unlike the crystalline regions that always have slower dynamics than the bulk, we observe two distinct dynamical regimes for the amorphous regions that appear immediately after those crystalline regions. For loose substrates, i.e., $\epsilon_S = 0.3$, the dynamics is accelerated in the amorphous region close to the substrate. This leads to a local minimum for $\tau^S(z)$—and a local maximum for $D^S(z)$—since the dynamics slows down again in the crystalline region of the film. The extent of dynamic acceleration in the vicinity of the substrate is appreciable, and $\tau^S_{\text{min}}$, the local minimum of the relaxation time, can be 2–3 times smaller than $\tau^S_{\text{bulk}}$, the bulk relaxation time.

Figure 13 shows $\tau^S_{\text{min}}$ and $\tau^S_{\text{bulk}}$ vs. $1/T$, with the bulk relaxation time defined as $\tau^S_{\text{bulk}} = (1/5) \int_0^1 \tau^S(z)dz$ with $z := z/\sigma_{AA}$. Both $\tau^S_{\text{min}}$ and $\tau^S_{\text{bulk}}$ have an Arrhenius-type dependence on temperature. Indeed, the deviations from Arrhenius behavior are only significant around the mode coupling temperature, which is $T^*_c = 0.435$ for the Kob-Andersen LJ mixture at a reduced number density of 1.20.71 For the thin films studied here, $T^*_c$ might be slightly different at different parts of the film due to fluctuations in density and composition. However, such differences are usually very small, and the lowest temperature studied in this work, $T^*_c = 0.6$, will always be much higher than $T^*_c$. The substrate-induced dynamical acceleration becomes stronger as the temperature decreases, which is apparent in the larger slope of the bulk relaxation times in Fig. 13. Also, the dynamical landscape becomes more oscillatory at lower temperatures, with the appearance of further maxima and minima in the relaxation time and diffusivity profiles.

We observe the completely opposite behavior in the vicinity of sticky substrates, i.e., for $\epsilon_S = 1.0$, where both the structural relaxation and diffusion are slower in the amorphous region close to the substrate. This dynamical deceleration becomes more pronounced at lower temperatures, and the rate of structural relaxation can decrease by several orders of magnitude. Small relaxation times follow the Arrhenius relationship.
For $\epsilon_S = 0.5$, namely, a moderately attractive substrate, the qualitative features of the observed dynamical regime depend on temperature. At higher temperatures, the dynamics is accelerated in the amorphous region close to the substrate, similar to the behavior observed for $\epsilon_S = 0.3$. However, the magnitude of this dynamical acceleration is smaller. At $T^* = 0.9$, for instance, $\tau_{\text{bulk}}^{\perp}/\tau_{\text{min}}^{\perp} \approx 1.52$ which is smaller than 2.01, the value observed for $\epsilon_S = 0.3$ at the same temperature. Upon decreasing temperature, this dynamical acceleration becomes weaker and weaker, until a cross-over occurs at $T^* \approx 0.7$ where a shift to the substrate-induced decelerated dynamics is observed.

These two distinct dynamical regimes can be explained by inspecting the lateral stress profiles depicted in Fig. 14. Like the normal stress that is a pressure in the $z$ direction, lateral stress is a pressure in the $xy$ plane. In simple fluids, dynamics become slower at higher pressures. It is therefore natural to expect that higher lateral stress will also lead to slower lateral dynamics. As can be seen in Fig. 15, oscillations of dynamical properties closely follow the oscillations in lateral stress. The dynamical acceleration in the vicinity of weakly attractive substrates can therefore be attributed to tensile lateral stress in those regions, while in the vicinity of strongly attractive substrates, the lateral stress is typically compressive, which leads to a slowdown in dynamics. The temperature dependence of these two dynamical regimes can also be explained by inspecting the lateral stress profiles. As temperature decreases, the magnitude of tensile or compressive lateral stress becomes larger. As a consequence, the acceleration or deceleration of dynamics (with respect the bulk) becomes stronger as well.

Unlike the oscillations in thermodynamic properties that can extend deep into the bulk region of the film, dynamical properties tend to converge much more quickly to their bulk magnitude, as can be seen in the top panels of Figs. 11 and 12. Also the dynamical landscape of the film is highly oscillatory, with diffusivity and relaxation time profiles showing several maxima and minima across the film.
values. As a result, bulk relaxation times can be readily calculated for all the films studied in this work. For $\epsilon_s = 0.3$ and $\epsilon_s = 0.5$, relaxation times converge to the bulk value relatively quickly. We therefore define the bulk relaxation time as the average relaxation time for $5 \leq z/\sigma_{AA} \leq 10$. For $\epsilon_s = 1.0$ however, this convergence is slower and occurs at a further distance from the substrate. We therefore use the range $6 \leq z/\sigma_{AA} \leq 10$ for this calculation. Figure 16 depicts the temperature dependence of $\tau_{\text{bulk}}$. The temperature dependence is satisfactorily described by the Arrhenius relationship, which is not surprising considering the relatively high temperatures studied in this work.

IV. CONCLUSIONS

In this work, we find that a substrate can induce large oscillations in a wide range of thermodynamic and kinetic properties across a film. Properties such as density, composition, and stress can undergo large oscillations near a substrate. We explain the emergence of density waves by establishing a correlation between density oscillations and normal stress oscillations. This is in line with our intuition that mechanically stable fluids become denser in the presence of compressive normal stress. We also propose a simple thermodynamic model to explain the preference of B atoms to avoid interfacial regions. Unlike densities, compositions, and stresses, we observe potential energy profiles to oscillate only in the vicinity of sticky substrates.

We investigate dynamical anisotropies of the film by computing position-dependent diffusivities and relaxation times and discover two distinct dynamical regimes in the vicinity of the substrate. For sticky substrates and/or low temperatures, structural relaxation is decelerated in the solid-liquid interfacial region, a behavior that is in accordance with our intuition that a substrate will lead to dynamical deceleration. For loose substrates and/or high temperatures, however, we observe a counter-intuitive acceleration of dynamics in the amorphous liquid near the substrate. We explain both these regimes by studying lateral stress profiles across the film and establish a strong correlation between the oscillations in lateral stress and the oscillations in the corresponding kinetic properties.

Consequently, two distinct qualitative behaviors are observed for energetics and dynamics in the vicinity of attractive substrates that are summarized in Fig. 17. Looser substrates are characterized by faster dynamics, a monotonous increase in potential energy, and a more efficient exploration of the potential energy landscape in subsurfaces of solid-liquid interfaces. In this context, the behavior of the solid-liquid subsurface is very similar to that of the vapor-liquid subsurface observed in earlier computational studies of free-standing thin films.27 Near sticky substrates however, we observe the completely opposite regime, characterized by strong ordering, slower dynamics, and an oscillatory potential energy landscape in the solid-liquid subsurface region. For moderately interacting substrates, both these regimes are possible depending on temperature. These findings are very important in the context of vapor-deposited stable glasses discussed in Sec. I, since it has been argued in the original publication of Swallen et al. (Ref. 42) that accelerated dynamics in the vapor-liquid subsurface can lead to more efficient exploration of the potential energy landscape, and the formation of ultrastable glasses. Our findings suggest that similar dynamical acceleration can also occur in a solid-liquid interface. This dynamical acceleration can be employed to develop alternative procedures for making stable glasses in cases when the vapor-deposition process is not practical, e.g., due to possible chemical reactions in the gas phase, or for safety reasons. It can also guide experimental efforts in identifying or designing better substrates for the deposition process.

For all the films studied in this work, the computed structural relaxation times are typically higher in the crystalline regions than in the bulk. Nevertheless, there is a difference
between the crystals observed in this work and bulk crystals in terms of dynamical behavior since there is always an interfacial region that separates the crystalline region and the bulk liquid. In that boundary region, dynamics is faster than the bulk crystal while being slower than the bulk liquid.

In glass-forming liquids, the temperature dependence of dynamical properties, such as relaxation times and transport coefficients, can deviate significantly from the generic Arrhenius behavior. This non-Arrhenius behavior has been studied and well documented for the bulk Kob-Andersen LJ system. We do not observe this fragility in the temperature dependence of bulk relaxation times calculated due to the relatively high temperatures considered in this work, although we expect the fragility to arise in films that have lower temperatures. In order to understand the effect of a substrate on the fragility of a liquid film, further simulations on a wider range of temperatures are necessary so that more rigorous analysis can be performed using correlations such as the Vogel-Fulcher-Tammann (VFT) law. We believe that this could be an interesting topic for future studies.

Thanks to the large system sizes studied in this work, a bulk region develops between the two interfaces. This allows us to study the effect of these two interfaces independently. Therefore, we do not expect our findings to be altered if thicker films are studied. A topic of interest that could be the subject of further studies is to simulate ultra-thin films in which there is an overlap between the two interfacial regions, and to understand how these interfacial regions affect the structural and dynamical features of the corresponding subsurface regions.

We confine ourselves to atomic films that are in the vicinity of rough substrates, i.e., substrates made of explicit atoms that are of comparable size to the liquid atoms, and that are arranged in an fcc lattice. Other alternatives that have been used in earlier studies of confined systems are the smooth implicit substrates such as the LJ 9-3 substrate or the LJ 10-4 substrate, or rough amorphous substrates. As has been shown in earlier studies of slit pores, the qualitative behavior of the fluid is not very sensitive to structural details of the substrate and is instead a function of the nature of interactions (e.g., hard, repulsive, attractive) between the liquid atoms and the substrate. We therefore believe that our key findings will not change if a different type of substrate, or a different facet of the fcc crystal, is used.

As discussed in several publications, an ambiguity exists in the definition of the position-dependent stress tensor in inhomogeneous systems. In thin films studied in this work, however, all thermodynamic and kinetic properties, including the stress tensor, are functions of $z$ only, and, as shown in Appendix B, all components of the undetermined stress tensor are not functions of $z$. Since we are not concerned about the precise values of the stress tensor, and instead, focus on its oscillations across the film, none of our results will be affected by this ambiguity.
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APPENDIX A: A SIMPLE THERMODYNAMIC MODEL TO UNDERSTAND WHY B ATOMS TEND TO AVOID THE INTERFACIAL REGIONS

In order to understand why an A-rich interface will be more stable, we construct a simple thermodynamic model that is based on a mean-field approximation. We partition the film into two non-interacting regions that are internally well-mixed and that can freely exchange particles between each other. We also employ a “pseudo-lattice approach” and only consider the contributions of nearest-neighbor pairs to the internal energy of the system. With these simple assumptions, the free energy of the system can be expressed as

$$A_{\text{total}} = f_i A_i + (1 - f_i) A_b,$$

where $f_i$ is the fraction of particles that reside in the interfacial region, $A_i$ and $A_b$ are the mole fractions of B in the bulk and in the interfacial region, and $z$ is the average coordination number. The additional $\frac{1}{2}$ factor in Eq. (A2) is to account for the nearest-neighbor interactions lost in the interface. By taking $f_i = \frac{1}{8}$ and $z = 12$ and by noting that $f_i x_B,i + (1 - f_i) x_B,b = x_B,\text{total}$, we obtain $A_i$ and $A_b$ for different temperatures. As can be seen in Fig. 18, the total free energy of this model is minimized if $x_B,i < x_B,\text{total}$. Increasing the fraction of B particles in the bulk region is both energetically and entropically favorable, however this favorability is offset by an increase in the energy and decrease in the entropy of the interfacial region. The interplay between these two competing effects leads to an interfacial region that has a smaller fraction of B atoms than the bulk, something that had been observed in earlier studies of free-standing thin films as well.

APPENDIX B: AMBIGUITY IN THE DEFINITION OF THE STRESS TENSOR

As mentioned in Ref. 78, the stress tensor given by Eq. (4) is ambiguous upon the addition of a symmetric divergenceless traceless tensor $T$. In thin films considered in this work, $T$ is a function of $z$ only and
\[ \frac{\partial \mathbf{T}}{\partial x} = \frac{\partial \mathbf{T}}{\partial y} = \mathbf{0}. \]
Therefore, \( \nabla \cdot \mathbf{T} = 0 \) implies that:
\[
\begin{align*}
[\nabla \cdot \mathbf{T}]_x &= \frac{\partial T_{zx}}{\partial z} = 0, \\
[\nabla \cdot \mathbf{T}]_y &= \frac{\partial T_{zy}}{\partial z} = 0, \\
[\nabla \cdot \mathbf{T}]_z &= \frac{\partial T_{zz}}{\partial z} = 0
\end{align*}
\]
and \( \mathbf{T} \) is thus a constant traceless tensor since \( \partial T_{ij} / \partial z = 0 \). Consequently, the position dependence of the stress profiles will not be affected by the addition of the constant \( \mathbf{T} \) tensor, and all the observed oscillations in lateral and normal stress will be unchanged.